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Abstract
In this paper, we propose a novel framework for 3D facial similarity measures and facial data
organization. The 3D facial similarity measures of our method are based on iso-geodesic
stripes and conformal parameterization. Using the conformal parameterization, the 3D facial
surface can be mapped into a 2D domain and the iso-geodesic stripes of the face can be
measured. The measure results can be regarded as the similarity of faces, which is robust
to head poses and facial expressions. Based on the measure result, a hierarchical structure
of faces can be constructed, which is used to organize different faces. The structure can
be utilized to accelerate the face searching speed in a large database. In experiment, we
construct the hierarchical structures from two public facial databases: Gavab and Texas3D.
The searching speed based on the structure can be increased by 4-6 times without accuracy
loss of recognition.

Keywords 3D facial hierarchical structures · Conformal parametrization · Facial data
organization

1 Introduction

Biometric analysis is an important topic which attracts more attention to researchers. As
a branch of biometric analysis, human faces analysis has been researched for many years
and employed in many applications such as facial plastic surgery, craniofacial reconstruc-
tion, criminal investigations and security identification. Traditional works for face analysis
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are mostly based on 2D facial images to extract facial features and construct analysis
framework. The facial images are convenient to be obtained from the internet or simple
data acquisition equipment directly. However, the performance of face analysis frameworks
based on the facial images is affected by many factors such as facial expressions, light con-
ditions, head poses, hair occlusions, cosmetics and blur in images. Such frameworks require
complex pre-process to extract facial features of images. Because of the lack of complete
geometric information, the accurate quantitative analysis such as the similarity measure for
face data in image cannot be achieved from such frameworks basically. Based on such prob-
lems, some researchers attempt to construct facial analysis framework based on 3D scanning
data.

The new technologies of 3D data scanning and 3D shape analysis are developing fast
in recent years [34]. Comparing the traditional 3D scanning methods, the new scanning
method does not require complexity devices with strict conditions. 3D scanning facial data
have sufficient geometric information that can be used to support accurate quantitative facial
analysis. The geometric information in a 3D scene is unaffected by lighting, cosmetics and
other texture influence. Using new 3D data acquisition equipment, the geometric surface of
the human face is acquired without natural noise. However, 3D facial data in applications of
face analysis also be affected by some factors such as facial expressions and different kinds
of occlusions. The mesh representation of 3D facial data is affected by different scanning
devices, scanning distance and different people. 3D facial data are influenced by the accu-
racy of the triangulation meshes. 3D facial data for single person use more storage space
and more computation for one process such as face recognition or facial similarity mea-
sures. Therefore, it is important to organize the 3D facial data from a large facial database
for face analysis applications.

Based on the above considerations, we propose a 3D facial hierarchical structure con-
struction framework, which can be used for 3D facial similarity measures and facial data
organization. The framework includes the following two primary steps: constructing 2D
facial area distortion representation and constructing the facial hierarchical structure. First,
constructing 2D facial area distortion representation includes 3D facial data pre-processing,
2D facial reflection mapping and 2D facial area distortion representation construction. The
pre-processing of the 3D facial data repairs the facial surface mesh, detects key landmarks
and achieves iso-geodesic stripes. 2D facial reflection mapping transfers the 3D facial
surface to a 2D facial reflection using conformal parameterization, while the 2D facial
reflection preserves the main geometric information. 2D facial area distortion representa-
tion construction combines the 2D facial reflection and area distortion information into a
facial data input for the next operation. Second, constructing the facial hierarchical structure
includes 2D facial area distortion representation measurements and facial hierarchical struc-
ture building. We measure 2D facial area distortion representations using a measurement
method called Discrete 2D Weighted Walkthroughs (D2DWW), and we achieve a distance
matrix from a large facial database. Using the distance matrix, we can build a facial hierar-
chical structure that can be regarded as the 3D facial organization. In Fig. 1, we illustrate
our framework.

In summary, the specific contributions of our work are as follows:

1) We propose a pipeline to construct facial organization from a facial database. The facial
organization is a hierarchical structure. The structure can improve facial data searching
speed in a large facial database.

2) We propose a facial similarity measure method called Discrete 2D Weighted Walk-
throughs for 3D facial data. In our framework, the measurement method constructs a
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Fig. 1 3D facial data organization framework. The framework includes two steps: constructing the 2D facial
area distortion representation and constructing the facial hierarchical structure. The 2D facial area distortion
representation can be regarded as the input to construct the facial hierarchical structure

distance matrix from a large facial database. The matrix is used in facial organization
construction. The measurement method is mathematical metric and robust to different
facial expressions and triangulation accuracy.

3) We propose 2D facial area distortion representation using conformal parameterization.
We use 2D facial reflections from 3D facial data and keep the area distortion. The
2D facial area distortion representation is regarded as the input for the measurement
method and achieves the distance matrix. The head pose in the representation can be
removed conveniently.

The remainder of our paper is organized as follows. In Section 2, we introduce some
related works. In Section 3, we discuss the 2D facial area distortion representation con-
struction. In Section 4, we illustrate facial hierarchical structure construction. The public
facial databases, Gavab 3D and Texas 3D, were used in our experiment and are discussed in
Section 5.

Explanation for some important items of equations:
CA, CB,C1, C2, C

′
1, C

′
2 : iso-geodesic stripe.

ωi,j (CA,CB): the weight code of two stripes from certain direction (i, j ).
ω(CA,CB): the weight code of two stripes from all directions.
F,F ′: facial surface with different iso-geodesic stripes
Ds(F, F ′): D2DWW for facial surfaces (just two stripes in one surface are selected

which can be regarded as a local measure result).
Dg(F, F ′): D2DWW for facial surfaces (all stripes in one surface are selected which can

be regarded as a global measure result).
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2 Related works

The 3D facial hierarchical structure construction framework includes facial similarity mea-
sures and facial data organization. Facial measures is used to compute the similarity or
distance between different faces. Facial organization combines the information on facial
similarity result to build a global structure of a large facial database. We discuss the related
works based on the two parts.

For facial similarity measures, the iso-geodesic curves and surface parameterization have
been widely used in such applications. Berretti [5, 6] proposed a method that used iso-
geodesic stripes and 3D weighted walkthroughs to achieve face matching results. Jahanbin
[22] proposed a face recognition method based on iso-geodesic curves and iso-depth curves.
He attempted to improve the recognition accurate by Procrustes Analysis [23], which was
used to remove the influence of head pose. Ahdid [1] combined the iso-geodesic curves
and space reduction methods (Principal Component Analysis & Fisher Linear Discriminant
Analysis) to construct an automatic 3D face recognition system. Fakir [16] proposed a iso-
geodesic curves based method for 2D face recognition system, which was constructed in a
Riemannian framework.

Some methods were based on facial surface parameterization theory. Bronstein [9, 10]
constructed a canonical form for a 3D face to remove the facial expression effects. Xia
[39, 40] proposed an expression invariant method for compressing geometric information.
Zeng [42, 43] and [44] applied Ricci flow theory and a series of parametric methods to map
3D facial data to a parameter domain. Anuj introduced a square-root velocity (SRV) [36]
method to compare the shape similarity of different curves. To measure facial similarity,
the authors searched geodesic circles in a 3D facial surface and compared the circles in the
shape space [15]. Jermyn [24] extended the idea to a surface matching problem and Kurtek
[25] used the related theory in 3D facial analysis. Such measurement methods consider
the facial expressions’ influence in facial measurement. However, the measurement results
are affected by differing triangulation mesh accuracy. Some measurement methods are not
strictly mathematically metric.

For facial organization, there have two ways to construct the facial subclasses or struc-
ture: classification based and clustering based. The classification based methods divided
the facial data based on facial attributes such as gender and race. Lyons [28] proposed a
linear discriminant analysis model to different classification tasks. Horng [21] proposed an
age classification method based on facial features. Wu [38] constructed a statistical model
from 2.5D facial needle-maps to classify human gender. Ballihi [3] extracted radial curves
and iso-level curves to represent 3D facial shapes and achieve gender classification. Facial
classification divides the facial data into certain classes based on prior information. Using
the facial classification results, we cannot build an accurate facial organization with various
subclasses.

Facial clustering based methods divided facial data based on quantitative property such as
age, expressions and facial similarity. Choi [12] combined hybrid features and a hierarchical
classifier to estimate human age from a facial image. Antipov [2] proposed an age estimation
method using a certain convolutional neural network (CNN). Ghahari [19] proposed an
automatic facial expression analysis system using a canny edge detector. Lopes [26] used a
convolutional neural network to recognize a facial expression from images. Li [17] proposed
a facial clustering method based on facial similarity. Using the facial clustering results,
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we can achieve accurate facial organization. However, most facial clustering methods are
based on 2D facial images. The clustering results are dependent on facial databases and
label information. It is difficult to build an accurate evaluation for the clustering result. This
difficulty is observed because the facial images do not have a regular form and the distance
between facial data from different classes are not mathematically metric.

Based on the facial clustering results, some researchers proposed the facial organization
framework. Li [12, 17] proposed a Hierarchical Agglomerative Clustering (HAC) from the
facial clustering method that can be regarded as facial organization. Drira [15] proposed
a facial hierarchical structure based on 3D nose similarity. The face modeling method is
another solution for facial structure construction. Blanz proposed a Morphable Model [7]
to synthesize 3D faces in facial spaces. In [8], the author proved that the Morphable Model
has great face recognition capabilities. Many works follow with similar ideas [11, 33]. Such
a facial data organization method can build a facial organization structure to a large facial
database. However, facial organization performance is dependent on facial data quality. The
facial organization process is not robust to different facial data accuracy, including 2D facial
images and 3D facial surfaces. The Morphable Model can provide a regular facial data
representation, but it is deeply dependent on a face sample database. Using different face
sample databases cannot achieve a stable Morphable Model. The feature vectors in a low
dimensional facial space are not coincident with human perceptions.

Recently, deep learning algorithms were developing fast and the related tools were used
in facial data analysis. Shan [35] used convolutional neural networks (CNN) to achieve
real-time gender classification results from facial images. Yu [41] proposed a deep leaning
network for face recognition. The network was an integration scheme which includes prin-
cipal component analysis, support vector machine and extreme learning machine. Mühling
[30] proposed a content-based video track system by deep learning approaches. The facial
data in videos were tracked and clustered by identity information. Otto [31] proposed a face
clustering method which was used to recognize the identity from a large facial database.
Luciano [27] proposed a deep learning framework based on geodesic moment features for
3D shape classification. In another work [29], they attempted to improve the accurate of
shape analysis based on spectral graph wavelets and the bag-of-features paradigm, which
were used to capture the local and global geometric features. Basically, the face analysis by
deep learning was focus on identity recognition. It was difficult to build a creditable frame-
work for different faces clustering task. The similarity of faces from different persons was
difficult to be achieved from facial images. For 3D facial data, the deep learning frame-
work required the complex transfer to obtain regular input data. The pre-process increased
the computation. Therefore the deep learning framework was not appropriate for our
task.

In our framework, we propose facial data representation, 2D facial area distortion rep-
resentations (2DFADR). The 2DFADR includes facial landmarks, 2D facial reflection, area
distortion information and iso-geodesic stripes. The landmark detection method [20] is used
to detect landmarks on 3D facial surfaces. The conformal parameterization method [14]
is used to achieve 2D facial reflection and area distortion information. The iso-geodesic
stripes in our framework are identical to [1]. To measure the 2DFADR, we propose the Dis-
crete 2DWeighted Walkthroughs (D2DWW) method. The method is based on 2DWeighted
Walkthroughs [4]. The difference between the two is the D2DWW considers the area distor-
tion information of the 2DFADR in its respective measurement. In the facial organization
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process, we use Affinity Propagation (AP) [18] iteratively in the distance matrix from the
2DFADR measurement results. A facial data hierarchical structure is achieved, and it can
be regarded as the facial organization. In the following sections, we discuss the details of
our framework.

3 2D facial area distortion representation for 3D face

In our framework, the 3D facial data should be transferred to regular form. It is necessary
for the facial measurement process. We propose the facial regular form of the 2D facial area
distortion representation (2DFADR). The 2DFADR combines the 2D facial reflection from
a 3D facial surface by conformal parameterization and the area distortion information. In
our work, the goal is to find a mapping of a 3D facial surface to a 2D facial reflection that
preserves the main geometric features. Usually, the mapping would produce area distortion
to the triangular meshes. To reduce the influence of the area distortion, an energy cost func-
tion for the distortion is proposed. The target of the mapping is to find the 2D reflection that
preserves the main geometric features of the 3D object. In the following parts, we discuss
the necessary pre-processing, the conformal parameterization method and the construction
of 2DFADR.

3.1 Pre-processing of 3D facial data

The general pre-processing of the raw 3D facial data has been discussed in previous works
[5, 39]. In this paper, we only discuss the processes that have relationships with conformal
parameterization. First, we detect the facial landmarks in 3D facial data. Facial landmarks
are needed for geometric feature extraction and facial alignment. In 3D face data, using
shape analysis to detect special points is an enabling method discussed in recent research
[20]. We apply this idea to achieve the nasal and eyebrow tip positions. We compute the
geodesic of the two landmarks to define a confirm direction and normalized distance. The
geodesic curves are achieved by [37]. By combining the landmarks with the direction and
distance, we can achieve iso-geodesic stripes.

We use the iso-geodesic stripes to represent facial surface geometric features. In confor-
mal parameterization, the stripes are mapped to a 2D reflection. There are different banding
areas that satisfy specific geodesic distances from area points to the nasal tip. The banding
areas are adjacent to each other and represent different facial regions. In (1), S is the facial
surface and p is the point in S. Every point in S has a geodesic distance to the nasal tip
pnose. Using different geodesic distances, we can achieve different banding areas (Fig. 2).
While some expressions change the topological structure of the facial surface (open mouth
and close eyes), we do not consider such conditions.

cn = {p|p ∈ S, geodesicDis(p, pnose) ∈ threshold(cn)} (1)

3.2 Achieve 2D facial reflection by Conformal Parameterization

Conformal parameterization builds differential homeomorphisms between 3D surfaces and
2D reflections. The process preserves some intrinsic characteristics. Ideally, the conformal
parameterization is isometric. In fact, it is impractical for 3D facial data. Gauss curvatures
for each point in 3D facial data are not identical, which expresses the change of the first
fundamental form. In our work, we use a conformal parameterization process for 3D facial
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Fig. 2 The facial landmarks (nasal and eyebrow tips which are signed by red points) and the iso-geodesic
stripes (different colors represent different stripes) in 3D face

data by optimizing two kinds of transfer energy: Dirichlet Energy EA (2) and Chi Energy
Eχ (3) [14].

EA =
∑

oriented edges(i,j)

cotαij

∣∣ui − uj

∣∣2 (2)

Eχ =
∑

j∈N(i)

(cot γij + cot δij )

|xi − xj |2 (ui − uj )
2 (3)

xi and xj are points in the 3D facial surface, ui and uj are points in the 2D mapping result.
N(i) means the adjacent points of i and the angles αij , γij and δij are shown in Fig. 3. We
achieve the conformal parameterization result by computing the extreme value from the two
energy functions (4) and (5).

∂EA

∂ui

=
∑

j∈N(i)

(cotαij + cotβij )(ui − uj ) = 0 (4)

∂Eχ

∂ui

=
∑

j∈N(i)

(cot γij + cot δij )

|xi − xj |2 (ui − uj ) = 0 (5)

To compute the global optimization value from the conformal parameterization, the Lin-
ear Equation group is constructed. Equation (6) illustrates the Linear Equation group from

Fig. 3 Conformal parameterization from the 3D data to 2D reflection. The 3D meshes are mapped into 2D
platform and the geometric features are retained



Multimedia Tools and Applications

the global optimization of (4) and (5). In particular, the landmarks Ulandmarks and bound-
ary points Uboundary of the 3D facial surface are predefined in the 2D reflection. The 2D
reflection is a 2D triangular mesh surrounded by facial boundary points. The triangular
mesh constructs a circle, and the center is the nasal tip. The eyebrow tip is settled in a verti-
cally upward direction in the circle. Clandmarks and Cboundary represent the coordinates of
landmarks and facial boundaries in the 2D reflection. Therefore the 2D reflection of the 3D
facial surface is a standard circle with two registration landmarks. In (6), the parameters λ

and μ determine the weight of the two kinds of energy in the parameterization. Each item
in the linear system can be computed by (7) and (8). We discuss the detail of the values in
Section 4. In Fig. 4, we achieve the 2D reflection result with iso-geodesic stripes.

⎡

⎣
λMA + μMχ

0 I 0
0 0 I

⎤

⎦

⎡

⎣
Uinternal

U landmarks

Uboundary

⎤

⎦ =
⎡

⎣
0

Clandmarks

Cboundary

⎤

⎦ (6)

MA
ij =

⎧
⎨

⎩

cot(αij ) + cot(βij ) if j ∈ N(i)

− ∑
k∈N(i) MA

ik if i = j

0 otherwise

(7)

M
χ
ij =

⎧
⎨

⎩

cot(γij ) + cot(δij )/
∣∣xi − xj

∣∣2 if j ∈ N(i)

−∑
k∈N(i) M

χ
ik if i = j

0 otherwise

(8)

3.3 2D Facial Area Distortion Representation (2DFADR)

By combining the 2D facial reflection result, we propose the 2DFADR. The 2DFADR is the
2D facial reflection with area distortion information. Area distortion is inevitable between
a 3D facial surface and 2D reflection. In our framework, the area information of the iso-
geodesic stripes is important. Area distortion influences the measurement result. Therefore,
we use an area distortion representation to record the distortion. Using the representa-
tion, we can reduce the area distortion’s influence in a measurement step. The 2DFADR
is constructed by the area distortion parameter of every triangular mesh in the 2D reflec-

Fig. 4 2D facial reflection result of a 3D facial surface by conformal mapping. The borders (purple curves)
of different iso-geodesic stripes are retained from 3D facial surface to 2D reflection.



Multimedia Tools and Applications

tion. St is the 3D facial surface of the 3D triangular mesh. Here, St = t1, ..., tk , ti is
a triangle, and k is the number of triangles. Stc is the 2D facial reflection of St , Stc =
tc1, ..., tck and tci is the 2D triangle. At is the area distortion representation, in which
At = δ1, ..., δk, δi = area(ti)/area(tci). The parameters are computed by the original
3D triangle dividing the 2D reflection. In Fig. 5, we show an instance of area distortion
representation. The color becomes deeper as the area distortion becomes more pronounced.

4 Facial hierarchical structure construction

In this part, we introduce the facial hierarchical structure construction. The construction
includes two steps. First, we measure the 2DFADR of facial data. By combining the iso-
geodesic stripes in the 2DFADR, we propose a novel measurement method called Discrete
2D Weighted Walkthroughs (D2DWW). Our measurement method considers the influence
of area distortion. Second, we use the 2D reflection measurement results to build a facial
hierarchical structure, using a suitable clustering algorithm and controlling the data number
in a single node. The facial hierarchical structure can improve facial data searching and
matching.

4.1 2DFADRmeasurement

Combining the 2DFADR and iso-geodesic stripes in the 2D facial reflection, we propose a
facial surface measurement method, the Discrete 2D Weighted Walkthroughs (D2DWW).
The D2DWW is based on the 2DWW [4], as it computes adjacent iso-geodesic stripes’
relative positions in the 2D facial reflection to achieve measurement results. After conformal
parameterization, the triangular meshes in 2D reflection are different to original meshes in
3D face. The 2DWW cannot be used to measure the 2DFADR directly. The D2DWW is
proposed to correct the distortions of triangular mesh based on 2DFADR. The stripes in the
D2DWW are represented by points. For the stripes’ measurement, we first should illustrate
points’ relative positions in Fig. 6 and (9). P1(x1, y1) and P2(x2, y2) are the points in the
stripes. In each axis, there are three conditions of the relative positions. On the horizontal
axis, the three conditions are right, left and near. On the vertical axis, the three conditions
are above, below and adjacent. The threshold determines which conditions of the points are

Fig. 5 Degree of area distortion in the 2DFADR. The left image is the 2D facial reflection from a 3D facial
surface by conformal parameterization. The right image is the 2DFADR with area distortion color labeling



Multimedia Tools and Applications

Fig. 6 The two points in the
stripes. The different colors
represents different stripes in 2D
reflection. Using the (9)
(i = 1; j = −1)

near. Using the appropriate threshold can reduce the influence of area change in conformal
mapping.

i =
⎧
⎨

⎩

−1,
0,
+1,

x2 − x1 < - threshold
|x2 − x1| <= threshold

x2 − x1 > threshold
, j =

⎧
⎨

⎩

−1,
0,
+1,

y2 − y1 < - threshold
|y2 − y1— ¡ = threshold

y2 − y1 > threshold
(9)

wi,j (CA, CB) = 1

N(CA) ∗ N(CB)
∗

∫

CA

∫

CB

Nij ((xa, ya), (xb, yb))dxbdybdxadya (10)

The stripes’ relative positions are represented by the points. In (10), the weight code
of the stripes’ relative position (certain direction i, j ) is proposed. CA and CB are two
iso-geodesic stripes from one facial surface, A and B are indexes of the stripes. N(CA)

and N(CB) indicate the density point numbers of the stripes CA and CB , respectively. The
density point number is determined by the discrete area of the stripes. The detail algorithm is
described as follows. First, we set a constant d to fix point numbers in CA and CB . Second,
we assign the points to each triangle mesh according to an area ratio between the mesh and
stripes. The areas of the mesh and stripes are corrected by an area distortion representation.
Finally, we compute the point numbers of the stripes CA and CB . Nij is the number of
points’ pairs that satisfy the encode condition (i, j). The process is based on density point
numbers in a triangular mesh. In Fig. 7, we show an instance of thewij computation process.

Using (9) and (10), we achieve a 3*3 measurement matrix for two stripes. The wij of
different directions should be multiplied by their corresponding parameter to represent dif-
ferent degrees of the distribution. In (11), we add the parameters to correct the measurement
matrix.

w(CA,CB) =
⎡

⎣
w−1,1 λ2w0,1 w1,1

λ1w−1,0 λ0w0,0 λ1w1,0
w−1,−1 λ2w0,−1 w1,−1

⎤

⎦ =
⎡

⎣
w−1,1 w0,1 w1,1
w−1,0 w0,0 w1,0
w−1,−1 w0,−1 w1,−1

⎤

⎦

new

(11)

λ0 = √
N(CA) × N(CB), λ1 = N(CA) × N(CB)

LB × LAB × HAB

, λ2 = N(CA) × N(CB)

HB × LAB × HAB
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Fig. 7 Computation process instance of wij . TA and TB are triangular meshes from the stripes CA and CB .
The blue points are density points. The red points are centers of the triangular meshes. The point pairs’
number is six (3*2). We use the center point’s relative position to represent the density points. L1 > L2 >

threshold. N(TA) ∗ N(TB) = 6. N(1,−1) = 6, w(1,−1) = 1.Nij = 0, wij = 0(i �= 1, j �= −1)

By combining different wij from the different stripes in the 2DFADR, we achieve the
surface measurement result. In (12), C1 and C2 are the stripes in face F , and C′

1 and C′
2 are

the stripes in face F ′. We achieve the similarity of F and F ′ by measuring the stripes.

Ds(F, F ′) = Ds(w(C1, C2), w(C′
1, C

′
2)) (12)

Ds(w,w′) = λH dH (w,w′) + λV dV (w,w′)
+ λDdD(w,w′) + λH0dH0(w,w′)
+ λV 0dV 0(w,w′) + λ00d00(w,w′)

(13)

dH = |(w1,1 + w1,−1) − (w′
1,1 + w′

1,−1)|,
dV = |(w−1,1 + w1,1) − (w′−1,1 + w′

1,1)|,
dD = |(w−1,−1 + w1,1) − (w′−1,−1 + w′

1,1)|,
dV 0 = |(w−1,0 + w1,0) − (w′−1,0 + w′

1,0)|,
dH0 = |(w0,−1 + w1,0) − (w′

0,−1 + w′
0,1)|,

d00 = |(w0,0) − (w′
0,0)|

In fact, there are not only two iso-geodesic stripes in a face. Therefore we extend (12–
14). The similarity measurement of (14) is mathematically metric. It is determined by (13).
λij means the weight of stripes Ci and Cj in the face similarity measurement. The index
of the stripes i and j should be adjacent. The reason is that the adjacent stripes’ relative
positions are robust to facial expressions (15). 
E indicates the change of the points in
stripes by facial expressions.

F = (C1, ...Ck), F
′ = (C′

1, ...C
′
k)

Dg(F, F ′) =
k∑

i=0,j=0
i �=j,j−i=1

λijD(w(Ci, Cj ), w(C′
i , C

′
j ))

(14)

w(Ci, Cj ) ≈ w(Ci + 
E,Cj + 
E), |i − j | ≤ 1 (15)



Multimedia Tools and Applications

4.2 Constructing facial hierarchical structure

Our main goal is constructing an effective facial organization. In our framework, the orga-
nization is a facial hierarchical structure. The structure can be regarded as an effective
organization for facial database. The structure can improve face recognition speed and clus-
tering different faces by certain regulation. We extend the similar idea in global facial
surface. For statistical analysis in the hierarchical structure, the ”mean face” is useful. We
compute the mean face which can be regarded as the center of the faces. In (16), first, the
facial set S is defined. We use the (13) to represent the facial distances. Finally, we can
achieve the mean face F̄ of the set S in (17).

S = {F1, ...Fn}, V (Fm) =
n∑

i=1

D(Fm, Fi) (16)

F = arg min
Fm∈S

V (Fm) (17)

The set S is not a continuous face space, therefore the mean face F̄ is not a precise center
of the set. However, the mean face represents aggregate trends of a facial set and provides a
tool for building a hierarchy structure. In Fig. 8, we show the instance of the mean face.

Several clustering algorithms, such as K-means [13] and K-medoids [32], require users
to provide the number of centers. It is difficult to provide reliable numbers of centers in a
large facial database. To construct the facial hierarchical structure, we employ the classical
clustering method Affinity Propagation (AP) [18]. The AP method is suitable for our facial
structure building framework. We can achieve the clustering results using measurement
results and do not need to set the number of the center. The mean face is the center in the
subset. The facial distances are represented by our surface measurement results. We achieve
the hierarchical structure by iterating the AP method. The number of data in a node can be
controlled. When the number of data in a node is more than one threshold, we subsequently
use the AP method to cluster the data into different classes. Using this method, we build a
facial hierarchical structure. In Algorithm 1, we explain the details for hierarchical structure
construction. In Fig. 9, we show the hierarchical structures for Texas3D and two instances

Fig. 8 Instances of 2D facial reflections. Right-side data are the mean face of 12 faces on the left
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with search paths. The hierarchical structure sets up an effective facial structure. We would
show the improvement by the structure in facial data searching works.

5 Experiments

There are two performance indexes to illustrate the effectiveness of our facial hierarchical
structure construction method. First, we improve the facial search speed in a facial database.
Using the facial hierarchical structure, the facial recognition or search process for a huge
facial database can instead be a sample computation by several facial measurement pro-
cesses. Second, we improve the accuracy of facial classification in this structure. In our
facial hierarchical structure, the facial data is divided into different nodes regarded as facial
classes. The classification process is robust to facial expressions and triangular meshes with
different accuracies. We build test data sets in the public face databases Gavab and Texas
3D, which have been widely applied to facial recognition work. Facial data in the two facial
databases have different facial expressions. In Gavab, every single person has nine samples
with different head poses. In Texas 3D, the facial numbers and degrees of expressions are
not standard for each person, but the faces are sampled with same head pose and have 25
landmarks. It includes 1149 scans from 116 persons. We use 3*61 samples from Gavab to
build the structure and other samples to be the test set. We also use 2*116 samples from
Texas3D to build the structure and other samples to be the test set. Some persons in Texas3D
just have single sample. In structure construction process, we just copy the sample and keep
the numbers in 2DFADR clustering process. In the following sections, we discuss our facial
structure performance in detail by explaining the influence of some parameters configura-
tions, showing the improvement of search speed using our facial structure and showing the
facial classification accuracy of our facial structure.
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Fig. 9 Two search instances in hierarchical structure. The blue and red lines represent the searching path
from source 2D facial reflections to target facial reflections. The facial reflection of mean face are stored in
each level of the structure. Comparing the facial reflections of source face and mean face in different levels,
the target face can be located

5.1 Parameter configuration

In our framework, some parameters influence the accuracy of the facial surface measure-
ment method that determines the structure construction performance. The parameters are
the weights of the two energies and the threshold in (6) and (9), the number of the iso-
geodesic stripes and the weights in (14). In the conformal parameterization process, the two
energies determine the triangles’ change from a 3D facial surface to a 2D reflection. The
Dirichlet Energy is sensitive to angle change, and the Chi Energy is sensitive to changing
triangle length. In Fig. 10, we show the different conformal parameterization results with
different weights for Dirichlet and Chi Energy. Increasing the weight of Dirichlet Energy
induces area distortion. The opposite induces angle distortion.

We evaluate the performance with five conditions: M1(threshold = 0.01, Dirichlet: Chi
= 1:0), M2 (threshold = 0.05, Dirichlet: Chi = 1:0), M3 (threshold = 0.01, Dirichlet: Chi
= 1:1), M4 (threshold = 0.01, Dirichlet: Chi = 0:1) and M5 (threshold = 0.05, Dirichlet:
Chi = 0:1). The receiver operating characteristic curve (ROC) result of facial recognition is
computed from different facial databases in Fig. 11. Basically, the precision is better with a
smaller threshold and worse with a higher weight of Chi energy. We achieve the data with
four iso-geodesic stripes.

Naturally, different numbers of iso-geodesic stripes influence the performance of the
method. The additional stripes can improve precision but will increase time complexity. In
Table 1, the time cost of our method with different numbers of stripes in two facial databases
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Fig. 10 The different conformal mapping results with different weights of two energies. (Dirichlet: Chi)
A = 0 : 1, B = 1 : 1, C = 1 : 0

are proposed. When the number of stripes is greater than a certain quantity, precision
improvement is not obvious. Two dense stripes increase the sensitivity to facial expressions.
In contrast, insufficient quantity of stripes cannot address the requirement for facial simi-
larity measurement. In Fig. 12, we also show the facial recognition ROC results in different
databases with differing number of stripes (S3 = 3, S4 = 4, S5 = 5, S6 = 6, S7 = 7). For
the weights of (13), we choose a set of values (λV = 1/3, λV = λD = 1/4, λV 0 = λH0 =
1/12). For the weights of (14), the general way uses the learning framework, such as linear
regression, to optimize a set of weights. We use the same weights in our frameworks since
the weights from the learning methods may produce the locally optimal results. In certain

Fig. 11 ROC result with different thresholds and ratios(Dirichlet:Chi). a: Texas3D, b: Gavab
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Table 1 Average time cost for face similarity measure for different facial databases with different stripes
numbers

Stripes number

Facial database 3 4 5 6 7

Texas3D 5.3s 7.8s 9.3s 13.4s 18.6s

Gavab 6.1s 9.8s 12.4s 16.5s 24.3s

applications, the weights can be computed according to the actual situation. Finally, we set
the parameters in our framework, which includes threshold (0.01), ratio of Dirichlet & Chi
(1:0) and stripes (5).

5.2 Facial hierarchical structure for increasing facial search speed

We construct the hierarchical structure in Gavab to show the facial search speed improve-
ment. The performance indexes are discussed to evaluate the facial structure. We first
show the facial search speed improvement of our facial hierarchical structure. The surface
measurement method is the determinant of hierarchical structure building. We use several
surface measurement methods to build different facial hierarchical structures and compare
the average search speed. 3DWW [5] is dependent on a coordinate system in R3 space.
The measurement precision is influenced by facial alignment. Therefore, the method is not
intrinsic. SRV [15] proposes a hierarchical structure using nose measurement in the shape
space. We use the methods to construct different facial hierarchical structures. The facial
data speed is different using different methods, under which the structure’s measurement
methods influence the speed. In Table 2, we show the average search speed using different
methods over two facial databases. The Gavab test set includes 244 faces from 61 people.
The Texas3D test set includes 200 faces from 100 people. The results show the improvement
by the hierarchical structures. The 3DWW and our D2DWW are faster in the search process.
The reason is that the methods compute the relative positions of the stripes. The results were
achieved during the pre-processing. In facial searching, the measurement method compares
the computed results. The structures have a clear improvement for the huge facial data test

Fig. 12 ROC result with different numbers of stripes. a: Texas3D, b: Gavab
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Table 2 Comparing facial average searching speed in hierarchical structures with different methods in Gavab

Gavab Texas3D

Method Ast Ast-HS Ast Ast-HS

3DWW 15.5s 3.2s 12.1s 2.8s

SRV 68.4s 12.3s 38.4s 10.3s

D2DWW 12.4s 2.7s 9.3s 2.1s

Ast: average searching time without facial structure. Ast-HS: average searching time in hierarchical structure

set. In Fig. 13, we show the structure’s search improvement using different methods on dif-
ferent test sets. Using the facial hierarchical structure, the search process in a facial database
with more than 200 samples can achieve an average of a 400% speed improvement rate.

5.3 Facial hierarchical structure for facial classification accuracy

We use three parts to evaluate facial classification accuracy in the structure. First, we
compare measurement results from different facial measurement methods. The facial hier-
archical structure is based on the facial measurement method. Several characteristics, such
as facial expressions and triangulation robustness in structure, are provided by the facial
measurement method. Second, we use different facial measurement methods to construct
facial hierarchical structures. We compare the facial classification accuracy from different
structures. The facial search process in the structures can be regarded as the facial classifi-
cation task. The input face should be classified to certain nodes after searching the structure,
such as in Fig. 9. The facial search process should be robust to different facial expressions
and different triangulation accuracy. Third, we provide an ”one to many” scheme in our
facial hierarchical structure construction. We compare the performance between the ”one

Fig. 13 Different measurement methods are used to construct different facial structures. The facial search
speed improvements are obvious in the facial structures when the facial test sets are larger. We show the
speed improvement rate using different facial structures to facial test sets from Gavab (a) and Texas3D (b).
The search process based on the SRV can achieve obvious improvements. The reason is the measurement by
the SRV is slower than other methods. The facial hierarchical structure reduces the measurement times for
facial searching, and then the speed improvement rate is more obvious for the SRV
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Fig. 14 Comparing different facial structure using different methods. a ROC for Gavab, b ROC for Texas3D

to many” scheme and the original one. Finally, we re-sample facial data by different trian-
gulation accuracy to build a test facial set, which is used to demonstrate the triangulation
robustness of our facial hierarchical structure.

We show the measure instances in Table 3. The instances of facial data are chosen in
Gavab. We choose the two samples (frontal1 and risa) from three people. In the R3 space,
the 3D facial data is dependent on a coordinate system. The results are affected by the head
poses in the 3DWW. For SRV, the triangulation’s precision is affected by the performance
of the facial similarity measurement. The 3D face with coarse triangulation produces noise
for iso-geodesic curves. Our surface measurement results have similar values for one person
with different facial expressions. For each row, we notice more small value between two
faces. The blue one is the wrong value. The blue one means the faces from different people
are smaller than the faces from same one. The red one is true value. It means the faces from
the same person are more similar. In Table 3, our method can achieve more red values.

Facial data from one person is considered to be a facial class. The search process inputs
target facial data and uses it to compare every mean facial data in the node of a structure.
Every facial data in the structure has a parent node. The facial data from one person should
have the same parent node. We construct the facial structure using 61 faces without expres-
sions from 61 people from Gavab and build a test set from other facial data to test the

Fig. 15 Comparing the faces with different accuracy in our facial structure. a ROC for Gavab, b ROC for
Texas3D
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accuracy of different structures. We also construct the facial structure using 100 faces with-
out expressions from 100 people from Texas3D and process the same test. We compute the
ROC results by different facial structures in Fig. 14.

Our facial hierarchical structure is robust to triangular meshes with different accuracies.
We construct two facial data sets, 61 faces from Gavab and 100 faces from Texas3D with
different triangulation accuracy (10%, 25% and 50% of original meshes). Using this set
as the input data in the facial hierarchical structure, we achieve the facial classification
results. In Fig. 15, we show the facial classification ROC results of the facial set. The results
show that our facial hierarchical structure is robust to meshes with differing triangulation
accuracy.

In summary, the D2DWW is robust to facial expressions, head poses and different accu-
rate of facial triangular meshes. Based on the D2DWW, the facial hierarchical structure can
be constructed and the face searching speed is improved obviously. The SRV based meth-
ods [15, 25] provide a facial measure framework which is robust to facial expressions and
head poses. However, the iso-geodesic curves for elastic shape analysis are sensitive to dif-
ferent accurate triangular meshes. The time cost of the methods is more than other methods.
The iso-geodesic curves [1] and 3DWW based methods [5] propose a facial measure frame-
work which is robust to different facial expressions and not sensitive to triangular meshes.
However, the methods are affected by different head poses. Our facial hierarchical structure
construction framework solves the problems from such methods, which provides a practical
solution for 3D face similarity measure and 3D facial data organization.

6 Conclusions

We propose a novel 3D facial hierarchical structure construction framework for facial
similarity measure and facial data organization. The framework includes facial similarity
measure based on 2DFADR and facial hierarchical structure construction. The 2DFADR is a
2D facial reflection from a 3D facial surface with area distortion information. The 2DFADR
preserves the geometric information from a 3D facial surface and removes the influence
of head pose. This framework provides a convenient, regular facial representation for 3D
facial data. Based on the 2DFADR, we provide the facial similarity measurement method:
D2DWW. The D2DWW is robust to facial expressions and different accuracy of triangula-
tion meshes. This method is mathematically metric to the 2DFADR. Using the measurement
results, we achieve the distance matrix from a large facial database. The Facial Hierarchical
Structure is constructed based on the matrix. The facial data in the facial hierarchical struc-
ture is effectively organized. For the facial data search process, the structure can improve the
search speed and be robust to facial expressions and the accuracy of triangulation meshes. In
future works, we will attempt to study more visually geometric features for 3D face similar-
ity measurements and improve the facial structure accuracy. We also require a more general
solution to process the complex topological structures of faces.
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